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At 6890 kPa (Fig. 5.2), the phase diagram is much more complex. The
displacement entered the liquid-liquid (Ll-Lz) region first and then with
continued CO, injection reached the liquid-liquid-vapor (Ll-LZ—V) region. The
tie lines shown in the Ll—L region confirm that more efficient extraction of
C17C4 hydrocarbons takes p%ace in the Ll—Lz region than in the Ll-V region.
At 82%0 kPa (Fig. 5.3), the displacement passed only through the liquid-liquid
region in which extraction of hydrocarbons was much more efficient. Similar
behavior was observed at 9650 kPa (Fig. 5.4). The differences between the two
displacements at the higher pressures were smaller because compositions of
liquid-liquid systems are much less sensitive to pressure changes than are
those of liquid-vapor systems.

Gas—-0il relative permeability data given by Naar, Wygal, and Henderson
(1962) for unconsolidated sands were used without adjustment. Because the
experimentally determined phase diagrams reported here match closely those
proposed by Orr, Yu, and Lien (1981) based on single contact PVT data and an
analysis of the behavior of binary and ternary CO0y-hydrocarbon systems, their
discussion of simulation of the effects of phase behavior on displacement
efficiency also applies here and will not be repeated.

Component properties used in the simulations of the slim tube
displacements are given in Table 5.1. The viscositigs shown in Table 5.1 were
interpolated from data of Michels, Botzen, and Schuurman (1957). The
viscosities and densities of the hydrocarbon pseudo-components were estimated
(McCain 1973) so that the overall density and viscosity of the oil matched
measured values. Hydrocarbon component densities were assumed to be the same
in all phases. The density of CO, in a vapor phase was taken to be that of
pure COj. The apparent density of C0y in liquid phases, however, was
calculated from densities measured in the contisnuous multiple contact
experiment., For simulations of the displacements at 8270 and 9650 kPa,
slightly different apparent CO, densities 1in the CO,-rich liquid were used in
different regions of the phase diagram to reflect the experimental observation
that the apparent density of CO, is not constant over large ranges in
composition (Crr, Silva & Lien 195%). The two values used are also given in
Table 5.1.

Slim tube studies were performed using a 12.2 m (40 ft.), 0.635 cm (1/4
in.) ID stainless steel tube packed with 170-200 mesh glass beads. The slim
tube had a pore volume of 147.3 cm3 and a permeability of 5800 md. The packed
tube was rolled into a 25.4 cm (10 in.) diameter coil and installed in a
temperature controlled water bath. 1In all slim tube displacements, the bead
pack was first completely saturated with oil, then CO, was injected into the
top, and fluids were produced from the bottom of the coiled tube. Just prior
to the start of CO, injection, 0il was displaced through the pack at the run
displacement rate to establish a pressure gradient, with the pressure at the
outlet controlled to the test pressure by a back pressure regulator. Then,

COy injection was started at the same rate. The amount of o0il recovered was
determined by weight rather than by less accurate volumetric measurements.

Results of displacements at the same conditions as those used in the

continuous multiple contact experiments are given in Fig. 5.5. The scales
used to plot Fig. 5.5 deserve some comment. The time scale is presented as
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981

Component

C02
C5-Cy2
C13+

Table 5.1

Component Properties for Simulations of Slim Tube Displacements

Viscosity (mPa-s)

Component Molecular 5520 kPa 6890 kPa 8270 kPa 9650 kPa
Weight
Co, 44 0.0176 0.021 0.052
C5-Cq5p 119 0.89 0.89 0.89 0.89
Cap 323 18.96 18.96 18.96 18.96
Density (g/cm3)

5520 kPa 6890 kPa 8270 kPa 9650 kPa
Vapor Liquid Vapor COp-rich  0Oil-rich COp-rich O0il-rich COp-rich Oil-rich
ap qau P Liquid Liquid Liquid Liquid Liquid Liquid
0.143  0.918 0.2313  0.780 0.898 0.74, 0.82 0.895 0.79, 0.83  0.893
0.689  0.689 0.696 0.696 0.696 0.702 0.702 0.708 0.708
0.978  0.978 0.978 0.978 0.978 0.978 0.978 0.978 0.978
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pore volumes of €Oy injected. Because the run temperature was very near the
critical temperature of COZ’ its density was sensitive to the change in
pressure gradient which occurred as low viscosity Co, replaced high viscosity
0il. The volume of CO, injected at a point during the run was calculated as
the volume of mercury injected into the thermostatted CO, supply vessel plus
the expansion of the total volume of €Oy -

It is clear from Fig. 5.5 that the volume of CO., calculated as described
above is not an accurate measure of the actual volume of o0il displaced at 5520
and 6890 kPa (800 and 1000 psia). In those displacements, the amount of oil
recovered early in the runs was significantly less than the apparent volume
injected, and in both runs COZ breakthrough occurred at an apparent injection
of more than one pore volume. The explanation for the observed behavior lies
in the interplay of the solubility of CO0y in the 0il, volume change on mixing,
and the effect of component partitioning on displacement efficiency. 1In the
displacement at 5520 kPa, very little extraction of hydrocarbons by Co,
occurred (Fig. 5.1). Consequently, the displacement was immiscible, the local
displacement efficiency was low, and almost 50 percent of the o0il was left
behind at CO, breakthrough. That o0il was saturated with COZ’ however, and
since the quantity of o0il left behind was large, the amount of €0y required to
saturate it was also large. The apparent density of COZ dissolved in the oil
(defined as the mass of CO, dissolved divided by the volume increase of the
swollen oil over original o0il) is, however, much greater thaan the density of
pure CO, at the same pressure. Thus, the effect of the volume change of COZ
upon dissolution in the oil is to reduce the effective volume of €Oy injected.

The displacements at 8270 and 9650 kPa (1200 and 1400 psia) were affected
much less by volume change on mixing for two reasons. First, the density of
pure CO, was much nearer the apparent density of CO, in solution, so that
there was much less volume change. Second, the local displacement efficiency
was much higher, and hence there was much less o0il remaining to be saturated
with CO,. Thus, the corrections for volume change were much smaller at the
higher pressures. Simulation results reported below confirm this explanation.

It is evident from the results shown in Fig. 5.5 that the displacement of
0oil by vapor phase C0, at 5520 kPa was much less efficient than the
displacements in which a COy-rich liquid phase was present.. The phase
compositions presented above clearly indicate that extraction of hydrocarbons
by a COZ—rich liquid is more efficient than that of a vapor, but that fact
alone does not prove that more efficient extraction is responsible for the
dramatic improvement in oil recovery at 6890 kPa over that obtained at 5520
kPa. The solubility of €0y 1in the oil changes with pressure as does its
viscosity and density. Assessment of the relative importance of variatiouns of
extractioan, solubility and fluid properties is a task for simulation.

Fig. 5.5 also compares calculated oil recoveries with the experimental
results. With the exception of the run at 6890 kPa, the agreement is good.
Calculated oil recoveries increase with increasing pressure, and the rates of
recovery in the simulated displacements match well with the experimental
rates. Fig. 5.6 shows computed saturation distributions for each displacement
at 0.8 PV injected (based on the density of pure CO, at the displacement
pressure). At 5520 kPa, the liquid phase occupies more than 50% of the volume
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of the swept zone though part of that volume is dissolved CO,. Also plotted
in Fig. 5.6 1is the ratio of the mole fraction of the light hydrocarbon
pseudo-component (Cg=C;5) to that of the heavy hydrocarbon pseudo-component
(C13+). Because the vapor phase at 5520 kPa extracts only small quantities of
hydrocarbons, the ratio hardly changes. The only compositional effect in that
displacement comes from the solubility of the CO, in the oil. Because the
displacement is relatively inefficient and the solubility and apparent density
of CO, are both high, much of the injected CO, simply dissolves in the oil
rather than displacing it. Thus, the displacement proceeds slowly as shown in
Fig. 5.5.

At 6890 kPa, a C02—rich liquid (LZ) displaces o0il and is in turn
displaced by COz—rich vapor. The residual liquid phase is much smaller, and
the ratio of light to heavy hydrocarbons indicates a zone in which the L2
phase has preferentially extracted light hydrocarbons. Because the residual
0il phase is smaller and because the injected CO, is denser, there is less
volume change and the displacement proceeds more rapidly on a time scale based
on the volume of pure CO, injected. At 8270 kPa, the displacement is still
more efficient. The saturation of the residual L, phase is smaller, and the
ratio of light to heavy hydrocarbons indicates more efficient extraction. At
9650 kPa, the transition zone enriched in 1light hydrocarbons is sharper and
the residual saturation is slightly smaller than at 8270 kPa. Both
displacements recover well over 90% of the oil in place (Fig. 5.5).

The difference between the computed and observed recovery at 6890 kPa
deserves comment. The total amount of o0il recovered in the simulation is
nearly the same as that observed, but the time scale in the simulation is
obviously not correct late in the run. This occurs because the representation
of phase densities in the simulator is too simple. Measurements at 6890 kPa
(Orr, Jensen & Silva 1981) suggest that the density of the COy-rich liquid
declines rapidly as the overall composition approaches the liquid-liquid-vapor
region. That fact is not modeled in the simulator, which treats the density
of €Oy in the COy-rich liquid as constant. Therefore, late in the calculated
displacement, the CO, present in the CO,-rich liquid occupies less volume than
in the experiment, and hence the calculated rate of fluid production is too
low.

As Fig. 5.5 indicates, recovery of o0il in slim tube displacements
increases with increasing pressure, as has long been known. Even in a very
simple porous medium, however, displacement of oil by €0y 1is the result of a
complex interplay of phase behavior, fluid properties and multiphase flow.
Sensitivity studies with the simulator used here, as well as with the version
which does not allow volume change on mixing, lead to the following
observations:

(1) The viscosity of CO,, or of a COp-rich phase, is sufficiently
low that the increase in that viscosity with pressure produces
a negligible increase in o0il recovery if all other factors are
held constant. The efficiency of such adverse mobility
displacements remains low. Thus, changes in the viscosity of
CO, do mnot account for improved recovery with increasing
pressure.
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(2) An increase in the density of dissolved C0,, with other factors
constant, reduces oil recovery because the volume occupied by
CO, in the 0il phase is lower.

(3) An increase in the solubility of CO, in oil increases recovery
because the fraction of the remaining o0il phase which is
actually oil is reduced. However, the solubility of CO, in
crude o0il usually does not exceed 60-80 mol 7 at reasonable
pressures and typical C02 volume fraction at such pressures
would be less than 0.50. Thus, solubility increases alone do
not explain recoveries of 95%.

(4) Improvement in the efficiency with which CO, extracts light and
intermediate hydrocarbons from the oil, with all other factors
constant, does produce an increase in recovery. Simulations
presented here and by Gardmer, Orr, and Patel (1981) and Orr,
Yu, and Lien (198l) clearly establish that improved extraction
can account for improved recovery with increasing pressure in
CO,—-crude o0il systems in which the temperature is low enough
that liquid-liquid phase behavior occurs.

(5) Total recovery is determined by phase behavior, but the rate of
recovery is determined by volume change on mixing.

The combination of simulations and experiments presented offers some
guidance on the selection of pressure levels for field projects. Because
extraction by a dense COZ—rich liquid phase is so much more efficient than
that of a low density vapor phase, and because extraction (or vaporization in
systems too high in temperature to show liquid-liquid behavior) accounts for
the high local displacement efficiency which is a fundamental part of any
successful €O, flood, it seems reasonable to select an operating pressure
which avoids the presence of a phase of high mobility and low extractive
power. The simple correlation discussed in 83 can be used to estimate that
pressure. It has been suggested, however, that it might be beneficial to
operate a CO2 flood in the liquid—-liquid-vapor region to take advantage of the
mobility control which might result from the interference to flow of multiple
phases (Henry & Metcalfe 1980; Yellig 1982). 1In any case, the pressure ranges
over which three phases coexist are fairly small, so that controlling field
pressure to stay within that range in a significant fraction of a reservoir
might be difficult. We believe that it would be preferable to err on the
high-pressure side of the liquid-liquid-vapor region where extraction is known
to be more efficient.

The simulator used here is, by design, simple in its mathematical
approach and in the representation of the complex phase behavior of COz—crude
0il systems. Nevertheless, it produces results which agree well with
experimental displacements. Given the simplicity of the representations used
for the phase behavior and density effects, the agreement obtained is
remarkable. We emphasize that no attempt was made to adjust the phase
behavior, fluid properties, or relative permeabilities used in the
simulations. The calculated oil recoveries are, therefore, predictions based
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solely on independent measurements of phase compositions and densities for the
COy-crude oil system used. The fact that good quantitative agreement was
obtained between prediction and experiment offers encouragement that
representations of CO,-crude 0oil phase behavior in terms of a small number of
pseudo—components may be feasible. Such representations are essential if
field-scale simulations which account for phase behavior are to be successful:

5.2 Effects of Trapped and Dendritic Saturations: Model Formulation
and Validation

In the simulations discussed in §5.1 the porous medium was assumed to be
uniform and fluids were taken as locally well mixed, reasonable assumptions
for flow in a slim tube. As the review of §4.1 and the experimental results
presented in 84.4 indicate, that assumption may not be reasonable for some
reservoir rocks in which the pore space is heterogeneous at the microscopic
level. In addition, the presence of high water saturations may lead to the
isolation of some o0il by water and to oil given the shape of dead-end or
dendritic ganglia by surrounding water, as the flow visualizations of §3.3
clearly indicated (see Fig. 3.12, for instance). 1In this section we describe
a model designed to allow an assessment of the impact of alterations to mixing
due to microscopic heterogeneity, or high water saturations, when effects of
phase behavior are also important. Because the model is one-dimensional,
effects of viscous instability are not modeled.

Assumptions

The model described here is based on the following assumptions in
addition to those outlined in §4.1:

(1) The portion of pore space occupied by nonwetting phase(s) is
divided into flowing, dendritic and trapped fractions, which
depend only on the water saturation.

(2) Fluid din the dendritic fraction exchanges material with fluid
in the flowing fraction by mass transfer assumed to be
proportional to the difference in overall composition between
the two fractions.

(3) Fluid in the trapped fraction has wuniform composition and is
isolated from other fractions. Its composition changes only if
the trapped fraction changes due to a change in the water
saturation.

(4) If the flowing fraction decreases during a time step, fluid of
the overall composition of the flowing fraction is transferred
first to the dendritic fraction, with any excess transferred to
the trapped fraction. If the flowing fraction increases, fluid
is released first from the dendritic fraction.

192




(5) If the trapped fraction increases, fluid having the overall
composition is transferred first from the dendritic fraction.
If it decreases, fluid is released first to the dendritic
fraction.

(6) Volume change on mixing in the trapped fraction is ignored. If
the volume of fluid in the dendritic fraction shrinks after
mixing, additional fluid is moved from the flowing fraction
during the next time step to make up the lost volume. The flow
rate out of the grid block is adjusted to account for volume
change on mixing in both the dendritic and flowing fractions.

Assumption (1) is the same as that used by Salter and Mohanty (1982) in the
analysis of their two-phase displacements. It is equivalent to the division
of the pore space envisioned in the Coats-Smith model with the addition of an
isolated fraction. Assumption (2) is also equivalent to the formulation of
the Coats—Smith model, although it includes the additional assumption that a
single mass transfer coefficient can be used to model the transfer between the
dendritic and flowing fractions. While more complex models using different
mass transfer coefficients in each phase, for instance, could be formulated,
experimental data required to support such models are simply not available.
Hence, only use of the simplest description of mass transfer seems justified
at this stage.

Assumption (3) contains two idealizations not strictly in accord with
probable behavior of fluids in real displacements. First, fluid in the
trapped fraction is assumed to be completely mixed, even though fluids trapped
at different times have different compositions. Fluids which become trapped
during flow in a real porous medium probably remain physically segregated.
Unfortunately, a calculation which rigorously accounted for the compositions
of fluids trapped at different times and, for instance, released first fluid
that was trapped last, would require a set of compositions to be stored for
each time step during which the trapped fraction increased. The computer
storage required would be unacceptably large even for a one-dimensional
calculation. Hence, the assumption of uniform composition in the trapped
phase 1s based on computational necessity. The second part of assumption (3),
that trapped fluid is completely isolated, ignores the diffusion of CO2
through water. As was demonstrated in 83.4, CO, can diffuse through water to
reach trapped oil. Examination of the effects of that transport of COy awaits
experimental determination of diffusion rates along the lines suggested in
§3.4.

Assumptions (4) and (5) are made because there must be some recipe for
the transfer of fluids as the flowing, dendritic and trapped fractions change
with the water saturation. It seems physically plausible that fluid in the
dendritic fraction would be the first to be trapped by a rising water
saturation and that fluid released from the trapped fraction would be
dendritic, but there is only the experimental evidence of the flow
visualizations of §3.3 in support of the assumption. In the absence of
experimental evidence to the contrary, the assumptions appear as reasonable as
others we considered.
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The final assumption is consistent with the explicit calculation scheme
used to solve the material balance equations developed based on the first five
assumptions. Neglect of volume change in the trapped fraction seems justified
by the fact that trapped fluids are probably physically segregated.

Material Balance Equations

A material balance for the water phase yields

3
o ag (Wq ) =0 (5.5)

For each component in the nonwetting phase, a balance on moles of component i
in the flowing fraction gives

n
P N P
f f f q
f.x,. p. + 37 F, —
Z £ i Py ® 3 Z Ja
j=1 j=1
(5.6)
n
X d 4 _d t t
t
f.x;. 0.8, + f_x..p, S.) = 0
.§<lepJJ t *i3 P35 73
J= i=1,n
c
and balances for the dendritic and trapped fractions yield
3 - d d .d AL
= L f xg, 0585 = (RZi—Rli)q—. i=1,n (5.7)
j=1 i
and
n
p _
9. t t.t AL o
37 2: ft xij pj Sj = _(RZi + R3i> a. i=1, n, (5.8)
j=1 i
where
Ry; = rate of transfer of component i per unit volume of
moles from the dendritic to the flowing fraction.
Ry; = rate of transfer of component i per unit volume from
the trapped to the dendritic fraction.
Rq; = rate of transfer of component i per unit volume from

the trapped to the flowing fraction.
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In addition, the following conditions hold

fe+ £+ £, =1 (5.9)
n
p
(03
Z 5§ = 1 a = f£,4d, t (5.10)
j=1
n
C
Y % o= 1 3= Ln (5.11)
i=1

The rate terms of eqs. (5.7) and (5.8) are specified according to assumptions
(2)-(5). The composition of fluid in the trapped fraction changes only if the
trapped fraction itself changes due to a change in the water saturation.
Thus, by assumption (5), Ry; 1is given by

of q,
x %
R,, = -4 p x, — 1)

2i i 9T AL (5.12)

%* %

where p X, 1s the average concentration of component i in the fraction from
which the transfer is made. Thus, if the trapped fraction increases, Bft/BT >
0 and

n

£ % d 4 .d

= t 08 s .

o x, Lo oy S5 (5.13)
j=1

If the trapped fraction is decreasing, 9f,/37 < 0 and

n
P
* % t t Lt
X, = X,. P, S, .
o x, Y 15 05 55 (5.14)
j=1
In simulations where water saturations are changing rapidly, it sometimes
happens that the change in the trapped fraction is greater than the dendritic
fraction. In such cases, the excess material is transferred to or from the
flowing fraction. Only in this case is R different from zero. For example,
if the increase in ft over a time step AT, Aft, exceeds the dendritic fraction
f then
d»
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(5.15)

and
q.
- £ £ - i
Ry3 4T = -0 x5 (Aft fd) (AL)

The transfer rate from the dendritic to the flowing fraction includes
contributions from mass transfer and changes in the various fractions. By

assumption (2), the rate of mass transfer has the form

f d
- K(:pfxi - dei)

where
nP
f f xf. pf S?
P Xi = 2: 13 1 3
=1 (5.16)
and
n
d d d d d
X, = X., P, S,
P 1 Z: 1] pJ J
j=1

The rate of transfer of material from the dendritic to the flowing fraction

due to a change in the water saturation is given by

o0 aff i)
PXy ot AL
where
n
P
o o f £ f
. = X,. p. S.
P Xl E: 1] pJ J
j=1 (5.17)
Bff
if — < 0 and
oT
n
P
0o 0 d d d
X, = X . S,
e 1 Z: 1] pJ J
3=1
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of
. f
if a7 > 0.

Thus, the overall rate of transfer from the dendritic to the flowing fraction
is

of q -
f £ d _d o o f i
— — — + — ——— .
Ri1 K(" X5 P Xi) X ot (AL) (5.18)
The final relationship needed for calculation of relative permeabilities is
o
Sy = X 85 £, (5.19)
a

Eq. (5.19) simply states that the total saturation of a phase is the sum of
the saturations in the various fractions.

Eqs. (5.5)-(5.8) along with the definitions of eqs. (5.9)-(5.18) were
solved with a fully explicit finite difference representation similar to that
described in §5.1. As in 85.1, numerical dispersion was used to represent
physical dispersion. If flowing and dendritic fractions are fixed, only one
phase is present and there is no volume change on mixing, then egs.
(5.5)~(5.8) reduce to eq. (4.8). Thus, the analysis of numerical dispersion
of §4.3 applies. For the more general case of variable flowing, dendritic and
trapped fractions and multiphase flow, the numerical representation of
dispersion is only qualitative.

The algorithm used to solve eqs. (5.5)-(5.8) was, therefore
(1) Use eq. (5.5) to calculate new water saturations.

(2) Calculate component transfer rates due to changes in the
trapped and dendritic fractions resulting from changes in
the water saturation and due to mass transfer to or from
the dendritic fraction using eqs. (5.12)-(5.18).

(3) Calculate rate of transfer of material from the flowing to
the dendritic fraction to make up any volume change on
mixing during the previous time step.

(4) Perform flash calculations to determine phase compositions
in the trapped, dendritic and flowing fractions. Calculate
phase saturations, densities, viscosities, relative
permeabilities and fractional flows.

(5) Adjust 1local flow rate to account for volume change on
mixing in both the flowing and dendritic fractions.

(6) Use the material balance eqs. (5.6)-(5.8) to calculate new
overall compositions in the flowing, dendritic and trapped
fractions.

(7) Return to (1).
197



Model Validation

To test the operation of the new version of the simulator, simulations of
the displacements described in §5.1 were repeated, with the flowing fraction
set to one. Results of the previous calculations were duplicated by the new
version. Simulations for the flow of one phase with fixed flowing and
dendritic fractions and no trapped fraction were also performed. In such
cases, the simulator simply solves the Coats-Smith model. Figs. 5.7 and 5.8
compare solutions for effluent compositions obtained with the simulator with
solutions reported by Coats and Smith (1964) and Salter and Mohanty (1982) for
the parameter values shown on the plots. Clearly, the new model simulates
accurately displacements for which solutions are known.

5.3 Phase Behavior, Mixing and Flow: Interactions in Nonuniform
Pore Structures

The displacement experiments of §4.4 indicate clearly that microscopic
heterogeneity in some reservoir rocks can lead to mixing which 1is
significantly different from that observed in slim tube displacements.
Because mixing affects the compositions of fluid mixtures that occur during a
displacement, alterations to mixing must affect process performance if
composition path and phase behavior are important. In this section, we
examine the effects of microscopic heterogeneity omn the efficiency of
displacements of Mal jamar crude oil at 1200 psia and 90°F. Slim tube results
shown in Fig. 5.5 indicate that at such conditions, the displacement is
miscible in the multiple contact sense. Two sources of microscopic
heterogeneity are considered. In the first, the porous medium itself is
heterogeneous enough that the assumption that fluids are locally well mixed is
no longer valid. The Seminole and San Andres outcrop carbonate samples
described in §4.4 and §4.5 are examples. The second source of microscopic
heterogeneity is the presence of water. The flow visualization experiments of
83,3 clearly indicated that high water saturations can produce dendritic oil
even when there are no dead-end pores in the porous medium, as did the
measurements of Salter and Mohanty (1982) for a Berea sandstone core.

Pore Structure Heterogeneity

Results of simulations of the displacement of Maljamar crude oil by CO

at 1200 psia and 90°F for nonuniform porous media are shown in Fig. 5.9,
Results of similar simulations at other pressures are reported by Dai (1984).
Shown are calculated effluent CO, concentrations for three values of the
flowing fraction, 0.5, 0.7 and 0.9. Peclet and Damkohler numbers were held
constant. Relative permeabilities used were the same as those used for the
simulations of §5.1. As in the single-phase displacements, a lower flowing
fraction leads to earlier breakthrough and more tailing. In actual CO, core
floods, viscous instability would cause even earlier CO breakthrough unless
the displacements were gravity stabilized. Comparison of Figs. 5.8 and 5.9
indicates that CO, concentrations rose more rapidly than did injected fluid
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Fig. 5.8 Comparison of effluent composition solutions for the Coats-Smith model
calculated with the one-dimensional simulator with those reported by
Salter and Mohanty (1982).
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90°F and 1200 psia.
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concentrations in the miscible case. That behavior results from the low
viscosity of the CO,-rich phase. Once the CO,-rich phase appeared, it flowed
more rapidly than did the miscible fluids with unit viscosity ratio.

The effect of changing the flowing fraction on the amount of oil
recovered at 1.2 PV injected is shown in Fig. 5.10. In all three
displacements, all of the 1light hydrocarbon component would eventually be
recovered by extraction if the displacements were continued long enough. The
heavy hydrocarbon component, however, would not. Thus, a decrease in the
flowing fraction, with other factors held constant, leads to an increase in
the residual saturation to a CO, £flood. Plots of saturations of €0, and
oil-rich phases, shown in Fig. 5.11, confirm that the remaining o0il saturation
is higher when the flowing fraction is low in both the flowing and dendritic
fractions. The reason for the differences in saturation in Fig. 5.11 is
illustrated in Figs. 5.12 and 5.13, which show composition paths of fluids in
the flowing fraction in the middle and outlet grid blocks. When the flowing
fraction was 0.7, the composition paths fell relatively close to the dew point
portion of the binodal curve. When the flowing fraction was 0.5, the
composition paths fell deeper into the two-phase region as heavy components
from the dendritic fraction moved by mass transfer into the flowing fraction.
That created more oil-rich phase which had very low or zero relative
permeability. Thus, the change in the time scale of mixing caused by the
presence of a dendritic fraction alters the composition path and hence the
efficiency of the displacement in the flowing fraction. 1In addition, recovery
of o0il from the dendritic fraction is less efficient than recovery from the
flowing fraction.

The effects of changes in the level of dispersion are shown in Fig. 5.1l4.
The effect of increasing dispersion (decreasing Peclet number), with other
factors constant, is the same as that described by Gardner, Orr and Patel
(1981), and Orr, Yu and Lien (1981). More dispersion causes earlier
breakthrough and recovery is lower as is shown in Fig. 5.15. Recovery is much
less sensitive to changes in the Peclet number than it is to the flowing
fraction, however, as comparison of Figs. 5.15 and 5.10 indicates.

Effects of changes in the rate of mass transfer are shown in Fig. 5.16.
High mass transfer delays breakthrough of C0, as it transfers more rapidly
into the dendritic fraction. Recovery also increases with the mass transfer
coefficient, as Fig. 5.17 indicates. As with dispersion, recovery 1is less
sensitive to changes in the rate of mass transfer than to changes ian the
flowing fraction. That behavior is due to compensating factors which arise
from the interaction of phase behavior and mass transfer. When mass transfer
is very slow (a = 0.05), it is almost as if the dendritic fraction is not
present. The displacement in the flowing fraction 1s efficient because
extraction generates miscibility and the remaining oil saturation is low, as
is shown in Fig. 5.18a. When the rate of mass transfer is increased (Fig.
5.18b), more o0il transfers from the dendritic fraction. Some of that oil is
recovered, but the residual oil saturation in the flowing fraction increases
as some of the heavy component from the dendritic fraction causes additional
oil-rich phase to form. When the mass transfer rate is very high (Fig.
5.18¢c), mixing between the dendritic and flowing fractions is fast enough,
that the multiple contact extraction process operates just as it does when
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MIDDLE GRID BLOCK (15)

QUTLET GRID

Fig. 5.12 Composition path of fluids in the flowing fraction in
the middle and outlet grid blocks for fy = 0.7.

MIDDLE GRID BLOCK (15)
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Fig. 5.13 Composition path of fluids in the flowing fraction in
the middle and outlet grid blocks for f; = 0.5.
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there is no dendritic fraction present. Clearly, efficient local mixing
improves recovery when phase behavior is important.

High Water Saturations

To investigate the impact of high water saturations, simulations of both
secondary and tertiary displacements of Mal jamar crude oil by Co, at 800, 1000
and 1200 psia and 90°F were performed. Gas-oil and water-oil relative
permeability reported by Corey (1956), as shown in Fig. 5.19, were used. The
original relative permeability curves were rescaled slightly to match the end
point saturations reported by Salter and Mohanty (1982). Measured values of
the flowing, dendritic and trapped fractions as a function of water saturation
in a Berea sandstone core reported by Salter and Mohanty (1982) were used.
Those data are given in Fig. 5.20. Mass transfer coefficients measured by
Salter and Mohanty were also used (Fig. 5.21). For computational convenience,
the number of grid blocks and the time step size were fixed at 50 and
0.000625, which resulted in a Peclet number around 110.

Results of secondary displacements are shown in Figs. 5.22 and 5.23.
Fig. 5.22 compares the recovery of light (L) and heavy (H) components obtained
in simulations with the original model (§ 5.1), which treats all fluids in a
grid block as well mixed, with those obtained with the more complex version
which models effects of dendritic and trapped saturations. Results of five
displacements at each pressure with each model are shown. In them the
fraction of water in the injected fluid varied from zero to one. In the
displacements in which CO, and water were both injected, alternating slugs of
0.2 PV were used. Recoveries reported in Fig. 5.22 are at one pore volume
total injection of CO, and water.

At 800 psia, alternate injection of water improved recovery of the
immiscible displacement simulated with the well mixed version of the model
because the mobility of the CO, was reduced. When pure CO0, was injected, the
immiscible displacement was relatively inefficient because the CO, mobility
was high. Just as in a Buckley-Leverett calculation for low viscosity water
displacing high viscosity oil, little additional oil was recovered after CO2
breakthrough. Despite the solubility of C0y in the oil, a straight waterflood
was more effective than continuous C0, injection. Because the only
compositional effect present was the solubility of the C0, in the oil, there
was no difference 'in recovery between the light and heavy components. When
both CO, and water were injected, swelling of oil by dissolved CO0, along with
the CO, mobility reduction caused higher recovery. A straight waterflood was
as effective, however. When effects of trapped and dendritic saturations were
included, however, the benefits of the mobile water saturation were reduced as
the water interfered with mixing of COZ and the oil. In this immiscible
displacement, alternate injection of CO, and water was no better than a
waterflood when effects of trapped and dendritic saturations were included.

At the higher injection pressures (1000 and 1200 psia), phase behavior
had a larger effect. In all the cases, injection of CO2 with the water
recovered more oil than a waterflood, as did continuous C0, injection.
Recoveries of light and heavy components differed due to preferential
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extraction of the light hydrocarbons. At 1000 psia, alternate water injection
provided some benefits if fluids were completely mixed, but the improvement in
recovery was reduced when effects of trapped and dendritic fractions were
included. At that pressure, however, the difference in recovery between the
two cases was relatively small. Recovery increased slightly with the volume
fraction of water in the injection stream, as long as some CO0, was injecteds
At 1200 psia, nearly all of the light component had been recovered at 1.0 PV
injected when CO, was injected continuously. When the fluids were treated as
well mixed, recovery of both heavy and 1light components stayed high as the
volume fraction of water increased. When dendritic and trapped fractions were
included, however, recovery of both components was lower, as less favorable
mixing behavior altered the fraction of oil contacted and the 1local
composition path. Thus, o0il recovery was most sensitive to the amount of
water in the injection stream when phase behavior (extraction) had the largest
impact on displacement efficiency.

The performance of secondary displacements in which CO2 and water were
injected simultaneously 1s compared with that of alternate slug injection in
Fig. 5.23. The o0il recovery results shown were calculated with the effects of
trapped and dendritic saturations included. 1If, instead, fluids are assumed
to be well mixed, there is no difference between the two injection methods as
long as there is no relative permeability hysteresis. At all three pressures,
there was very little difference between the two injection methods. Where
differences were observed, alternate injection performed slightly better.
When water and 002 were injected simultaneously, water saturations stayed
approximately constant in the swept zone. When alternate injection was used,
the resulting variations in water saturation allowed €0, to contact slightly
more oil.

Effects of restrictions to mixing in tertiary floods with alternate
injection of CO, and water are shown in Fig. 5.24. At 800 psia, some o0il was
recovered when fluids were assumed to be well mixed because the CO, dissolved
in the o1l and swelled it enough that it had nonzero relative permeability.
When trapping was included, however, no additional oil was recovered.
Evidently, the swelling of the limited amount of o0il contacted was not
sufficient to produce significant oil recovery at one pore volume injected.
At the higher pressures, where extraction was more efficient, recovery was
also higher. When the fluids were assumed to be well mixed, there was almost
no effect of the ratio of water to CO, in the injection stream, and recovery
was high. When dendritic and trapped saturations were included, much less oil
was recovered. At both 1000 and 1200 psia, recovery declined as the fraction
of water in the injected fluid increased. As the water fraction increased, so
did the water saturation, which decreased the amount of oil contacted by the
COy. Thus, performance of tertiary floods was much more sensitive to the
presence of water than were secondary floods, and performance was reduced most
by the water when phase behavior contributed most to recovery 1in the
well-mixed case.

Fig. 5.25 compares performance of simultaneous and alternate injection
methods. At 800 and 1000 psia there was essentially no difference between the
methods. At 1200 psia, alternate injection was slightly more effective, but
in both cases continuous CO, injection performed better. It should be noted,
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however, that the principal reason for injecting water would be to reduce the
impact of viscous instability. Since viscous instability was not modeled in
the one-dimensional displacements reported here, these simulations do not
allow an assessment of the trade-off between the benefits of mobility control
and the adverse effects of restrictions to mixing. These results do
illustrate the potential impact of the restrictions to mixing which can occur
due to high water saturations in a water-wet porous medium. Such restrictions
will inevitably act to reduce recovery to some extent in a CO, flood. In
oil-wet rocks, both core floods (Tiffin & Yellig 1983) and the flow
visualizations of §3 suggest that mixing of o0il and COZ will be more efficient
than in strongly water-wet rocks, though little is known about mixing in
multiphase flow in the heterogeneous pore structures found in some carbonates.
Thus, the results presented here represent only a first step toward
quantitative assessment of the interactions of mixing, flow and phase behavior
in reservoir rocks.

5.4 Conclusions

The simulation results presented here indicate that:

(1) Displacement of o0il by CO2 in a slim tube 1is efficient when
extraction of hydrocarbons by a C02—rich phase is efficient.

(2) Efficient extraction accounts for the high oil recovery observed in
slim tube displacements. Increases in the density and viscosity of
CO, with increasing pressure in the absence of extraction do not.

(3) Quantitative predictions of slim tube performance can be obtained
based on simple representations of phase composition and density
data obtained from the continuous multiple contact experiment.

(4) Significant microscopic pore structure heterogeneity, of the type
characterized by a flowing fraction less than one in the Coats-Smith
model, leads to reduced recovery in multicontact miscible CO, floods
without water present because less efficient mixing between fluid in
preferential flow paths and fluid in other parts of the pore space
alters local composition paths in an adverse way.

(5) Calculated oil recovery in CO, floods without water present is less
sensitive to variations in the Peclet and Damkoéhler numbers observed
in typical laboratory core displacements than to variations in the
flowing fraction.

(6) Comparison of simulations of secondary and tertiary laboratory core
floods in which fluids were assumed to be locally well mixed with
those in which the effects of trapped and dendritic saturations were
represented indicate that restrictions to mixing caused by high
water saturations in water-wet porous media, slow mass transfer to
and from dendritic pore space and an isolated or trapped fraction,
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also act to reduce o0il recovery. Calculated recovery was most
sensitive to the presence of water when extraction was most
efficient. 1In one-~dimensional flows, those adverse effects partly
negate the benefits of mobility control from the high water
saturations. Additional work is needed to assess quantitatively the
trade-off between the improved sweep obtained with the mobility
control induced by high water saturations and the resulting lower
local displacement efficiency in multidimensional flows.
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6. SUMMARY

This report summarizes progress in a comprehensive research effort to
build understanding of the factors which influence C0, flood performance.
Results are reported in four areas:

(1) Measurement and prediction of phase behavior and fluid
properties for COZ—hydrocarbon systems.

(2) Flow visualizations for immiscible, first contact miscible and
multiple contact miscible displacements.

(3) Measurements of effects of microscopic heterogeneity on mixing
during single—phase flow in reservoir cores.

(4) One-dimensional simulation of the interactions of phase
behavior, flow and restrictions to local mixing due to
dendritic and trapped fractions in the nonwetting phase.

In the first area, results of a variety of measurements of
Coz—hydrocarbon phase behavior are reported. Pressure composition phase
diagrams for nine oils are presented which indicate clearly the effects of
changing system temperature and adding solution gas to an oil. Because
different oil fields have been subjected to widely varying pressure histories
and because amounts of gas present initially vary widely, gas—oil ratios for
fields to be CO, flooded will also vary widely. The results given here
outline effects of a change in the gas-oil ratio for oils similar in
composition. Also given is a simple physical explanation for the temperature
dependence of empirical minimum miscibility correlations. Results of
experiments with nitrogen contaminated C0, outline clearly the adverse effects
of the addition of components to the CO, which lower its density. A simple
procedure for estimating the effects of changes in system temperature or of
the addition of contaminants to the CO, was given. It too is based on the
idea that efficient extraction of hydrocarbons from the o0il requires some
characteristic Co, density.

Measurements of component partitioning between CO, and oil-rich phases
for paraffinic, aromatic and naphthenic hydrocarbons indicate that for oils
with approximately the same molecular weight distribution, branched alkanes
are extracted most effectively followed by normal alkanes, aromatics and
naphthenes. The results of those experiments point the way to additional
experiments needed to delineate the effects of crude oil composition on
minimum miscibility pressure.

Comparison of phase compositions calculated with the Peng-Robinson
equation of state with measured values indicates that the equation 1is both
qualitatively and quantitatively accurate for systems showing the complex
liquid-vapor, liquid-liquid and 1liquid-liquid-vapor of many COyp-hydrocarbon
systems at low temperatures. The agreement between calculated and measured
phase behavior for well-characterized hydrocarbon systems, at least, is good
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enough that evolution of phase diagrams in temperature or pressure can be
studied more efficiently with the equation of state than with expensive and
time-consuming experiments.

Finally, it was shown that the viscosities of high pressure fluids can be

measured accurately with a viscometer based on an oscillating quartz crystal.

With such a device mounted in the sample production lines of the continuous
multiple contact apparatus, simultaneous measurement of compositions,
densities and viscosities of two phases in equilibrium should be possible.

In the second area, flow visualization experiments for immiscible, first
contact miscible and multiple contact miscible secondary and tertiary CO,
floods were described. The displacements were performed in two-dimensional
pore networks etched in glass. While the displacements were not scaled to
represent flow in reservoir rocks, they did indicate that dense Co, could
recover nearly all the oil it contacted. Low density €0, displaced oil nearly
as inefficiently as low density nitrogen even though it was about six times
more soluble in the o0il than nitrogen. When the water saturation was high,
dense €O, did not displace oil effectively when the pore network was
water-wet. When it was oil-wet, however, dense CO, contacted and displaced
most of the o0il because continuous, oil-filled flow paths existed in the
capillary grooves at the edges of the pores. Finally, observation of
interfaces surrounding trapped oil blobs clearly showed that COZ can diffuse
through water to reach trapped oil. Those observations suggested a simple
experiment for the measurement of diffusion coefficients in COy-oil-water
systems.

In area (3), experiments to examine the effects of microscopic (pore
level) restrictions to the mixing of CO, and oil were performed. It was shown
that mixing in single-phase displacements in three sandstones and one
carbonate core sample was relatively efficient. 1In those displacements, the
growth of the transition zone between injected and displaced fluid could be
modeled by dispersion alone. In three other carbonate samples, however, local
mixing was less efficient. Injected fluid appeared at the outlet at
significantly less than one pore volume injected and significant tailing was
observed. Examination of thin sections indicated that such mixing effects
were the result of the much wider distribution of pore sizes present in those
carbonates coupled with the fact that the pores were connected in ways that
generated preferential flow paths. The slow exchange of fluid between that in
the preferential flow paths and that in the smaller pores generated effluent
fluid compositions which could be modeled by the three parameters of the
Coats-Smith model, a flowing fraction, a dispersion coefficient and a mass
transfer coefficient.

The interactions of such restrictions to mixing at the microscopic level
with the phase behavior of CO,-crude oil mixtures was examined in the 1last
area. A one-dimensional simulator which models the effects of phase behavior
and volume change on mixing and assumes that fluids are locally well mixed was
used to simulate slim tube displacement experiments based on independent
measurements of phase behavior and fluid properties obtained in continuous
multiple contact experiments. Prediction and experiment agreed well enough to
suggest that the theory of stable, one-dimensional displacements is well
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understood, despite the complexity of COZ-crude 0il phase behavior.
Modifications to the simulator to model the effects of microscopic
restrictions to mixing, the result of heterogeneity of the pore structure or
high water saturations, were described. Simulations of CO,-crude oil
displacements indicated that one effect of restricted mixing is to alter local
composition paths in a way that reduces local displacement efficiency.

Thus, this report summarizes progress in a systematic effort to
understand and quantify factors which determine CO, flood performance. As
with any account of a continuing research program, it raises as many questions
as it answers. It represents, therefore, the basis for additional work toward
the goal of more accurate prediction of CO, flood performance at field scale.
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APPENDIX A

This section reports results of work on the experimental technique
described previously for continuous measurement of phase compositions and
fluid properties (Orr, Silva, Lien & Pelletier 1982; Orr & Taber 1982; Orr &
Silva 1983; Orr, Silva & Lien 1983). Detailed documentation of the
communication between the HP87XM microcomputer and experimental equipment is
available (Hutter et al 1984).

Equipment Modifications

An experimental difficulty was encountered in an attempt to measure phase
compositions when the two-phase region was entered through a dew point. In
that case, circulation of fluid from the bottom to the top of the cell caused
lower phase sample contamination problems, because there was an insufficient
volume of lower phase available to satisfy the holdup in the circulation
system, To alleviate this problem, additional valves were added to the
circulation loop to facilitate reversal of the direction of circulation. The
revised system is shown in Fig. A.l. An additional umbrella was added to the
lower sampling port to allow collection of samples from a quiescent zone when
the circulation is from top to bottom. The new circulation system allows
reversal of flow direction during an experiment. Thus, when a two-phase
region has been entered through a bubble point, and progresses to the point
where the remaining lower phase volume is too small to permit sampling from
the bottom of the cell, the direction of flow can be reversed, and the
collection of clean samples through the multiphase region can continue;
therefore, a wider range of compositions can be investigated.

While the alterations to the circulation system were minor, much more
extensive modifications have been made to the equipment which controls the
experiment and records data during the run. The experiment is now controlled
by an HP87XM microcomputer which:

® Reads densitometer output; calculates and stores upper and
lower phase densities.

e Advances multiport samplers at the end of a sample period;
alternates back pressure regulators between the upper and lower
phases.

® Selects appropriate (upper or lower) sample streams and sets
the position of a sample switching valve in the gas
chromatograph.

® Starts gas chromatograph analysis of gas samples.

® Reads and stores results of analysis.

231




€0,-83-029

CONTINUOUS

DENSI-
TOMETER

MULTI PORT | gas

SAMPLER

INJECTION

OPTION 1

[
P

OPTION 2

)

MIXING _—
VESSEL
4 3
CIRCULATING
PUMP
Fig. A.1l

GAS

CHROMA-
TOGRAPH

T

LIQuUiD

oz 00

PRESSURE
REGUL ATOR

DENSI-
TOMETER

OPTION |

OPTION 2

WET
TEST
METER

232

BACK
PRESSURE
REGULATOR
MULT! PORT GAS
— GAS,| cHROMA-
SAMPLER TOGRAPH
LIQUID

Continuous multiple contact apparatus.

WET
TEST
METER



The new system is quite flexible. It allows the operator to select the length
of a sample collection period, to specify how rapidly the system switches back
and forth between the upper and lower sample streams by selecting which back
pressure regulator controls sample production, to set how often gas
chromatograph (GC) produced gas samples are analyzed, and to specify how
frequently phase density readings are taken. In addition, any of these
parameters can be changed during a run if desired.

A schematic of the data communications system is shown in Fig. A.2. The
control programs operate on a standard Hewlett—Packard HP87XM microcomputer to
which a BCD interface (NP82941A), a serial interface (HP82939A) and an I/0 ROM
have been added. The BCD interface is used to receive data from the
densitometers (Mettler/Paar DMA512) and to handle several switching and
control functions. The interface has ten ports. Nine are standard data ports
which can receive data from an instrument. The tenth is a special port (port
10) which can be used to transmit data to one or more instruments. The four
digits available on the special port are used as follows:

Digit 1 (20) — Select upper or lower back pressure regulator.
Digit 2 (21) - Advance multiport sampling valves.

Digit 3 (22) - Start a GC run.

Digit 4 (23) - Switch the GC sample valve to the other

sample stream.

When digit 1 is set high (1), the upper back pressure regulator controls the
sample production rate. When it is low (0), the lower regulator controls. To
advance the multiport sampling valves which are used to separate liquid and
vapor downstream of the back pressure regulators, digit 1 1is set high for
approximately one second and then set low. To start a gas chromatograph runm,
digit 2 is set high for approximately one second and then set low. The sample
valve in the gas chromatograph collects lower phase gas when digit 3 is set
low. When it is set high, upper phase gas is sampled. The timing of these
functions is set by the operator. Typical time settings are:

® Collect density data every 4 minutes.
e Alternate the back pressure regulators every 3 minutes.
e Start a GC run every 15 minutes.
e Advance to the next sample every hour.
The sample valve on the GC is always set to switch 6 seconds after the start

of a GC run. At that point the sample in the sample loop has been injected on
column and the sample valve is free to begin collecting the next sample.
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